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Abstract—College students are a population particularly sus-

ceptible to anxiety and depression, with financial struggles and 

social stigmatization creating a barrier to seeking psychological 

support. The recent pandemic has exacerbated these issues, with 

lockdowns and remote instruction creating extra stress factors 

and making access to consultation services even harder. Online 

depression screening tools have tried to address such problems 

and the development of chatbots for the detection and even ther-

apeutic use of anxiety symptoms has been on the rise. This work 

reports findings from testing Marcus, a depression screening 

chatbot based on a popular depression assessment tool, the Pa-

tient Health Questionnaire (PHQ-9). Our results indicate that 

Marcus was comparable to the online version of PHQ-9 in de-

tecting depression based on produced scores, using a within-

subjects experimental design with predominantly college stu-

dents in the USA. Nonetheless, the chatbot was not found to be 

the most effective method based on comparing participant pref-

erences and initiation rates. Implications of our findings for the 

development of similar computer-based screening tools are dis-

cussed, as well as recommendations for future work in this area. 

Keywords-chatbot design; medical application; computer-

based depression screening; user study. 

I. INTRODUCTION  

Among the various mental health issues faced by millions 
of individuals worldwide, depression is considered one of the 
most prevalent with over 280 million people of all ages glob-
ally affected by the disorder, being especially prevalent 
among 15-29-year-olds [1]. Continuous struggle with depres-
sion has proven to have personal adverse effects on individu-
als and has been linked to issues such as low socioeconomic 
status [2] , family functioning [3], and diminished social sup-
port [3]. Among the population age composition, university 
students are a particular group with exceptionally high depres-
sion rates [4]. Despite the detrimental impact of incessant de-
pression including an increased risk of suicide by a factor of 
20 among depressed populations compared to non-depressed 
populations, [5], a significant portion of these individuals do 
not seek treatment. Studies have found that the most common 
reasons for not seeking treatment among university students 
include the stigma associated with mental health issues [6], as 
well as feeling a lack of perceived need [7] and insufficient 
mental health education [8]. Moreover, the lack of easy access 
to depression treatment poses another barrier for university 
students. Economic barriers are a major cause for not seeking 

screening or treatment, as associations exist between low so-
cioeconomic status and depression rates [9]. With depression 
being incredibly widespread, all aspects of treatment are in 
high demand and a public need, including both therapeutic in-
terventions as well as screening and assessment needs.  

To counteract the significant barrier of stigmatization and 
financial ability, which is especially prominent for university 
students, online depression screening tools and chatbots have 
been suggested as a viable solution [10]. The development of 
such chatbots removes the need for interpersonal communica-
tion in this preliminary step of the treatment process, making 
screening more accessible. The PHQ-9 is the most viable de-
pression screening tool in the industry of primary care and 
uses a four-point scale to reveal the tendency to depression 
ranging from minimal to severe depression [11]. With the ad-
vancement of artificial intelligence and Natural Language 
Processing (NLP), there have been various developments of 
mental health chatbots that focus on anxiety screening using 
the PHQ-9 [12]–[14], as well as the therapeutic treatment and 
reduction of depression-like symptoms [15][16]. 

Additionally, the COVID-19 pandemic drove a fundamen-
tal change within the healthcare delivery system due to un-
precedented challenges such as social distancing guidelines 
and stay-at-home orders [17]. In large part, the pandemic ac-
celerated the rise of telehealth, where all healthcare services, 
including screening, were provided remotely–and oftentimes 
via virtual agents. Moreover, the pandemic saw the increased 
development of chatbots that screened for COVID-19, which 
delivered consistent and accurate results while also providing 
sustained service at a low operating cost [18]. These systems 
exemplified the potential of telehealth and chatbots in terms 
of overcoming obstacles, such as costs and physical barriers 
that prevent individuals from receiving care.  

Inspired by the increased demands caused by the pan-
demic for easy access to anxiety screening explicitly for col-
lege students, we developed Marcus, a chatbot for depression 
screening, In the current study, we briefly describe our mo-
bile-based chatbot and report results from a study with univer-
sity students in the United States. We hypothesized that our 
virtual screening tool will be equally effective in detecting de-
pression as the traditional online PHQ-9. Findings and design 
implications for similar computer-based screening tools are 
discussed in light of prior research. 

Section II presents a review of related work including 
background on the PHQ-9, as well as existing virtual agents 
utilized for depression screening and therapeutic methods.  
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Section III includes the driving research questions and details 
regarding the design of the chatbot. Section IV presents the 
research methods in regards to participants and the data col-
lection process. Section V describes our results including the 
various statistical analysis used and graphical representations 
of major findings. Section VI discusses our main findings in 
light of prior research and acknowledges study limitations. 
Section V summarizes our research work and presents direc-
tions for future research based on our findings. 

II. BACKGROUND 

This research builds on past work related to chatbots and 
virtual agents designed to screen for depression or act as a 
therapeutic agent to reduce depression-like symptoms. 

A. Diagnostic Evaluations: Framework and Administration  

The original PHQ-9 is viewed as a dual-purpose instru-
ment, which provides not only provisional depression diagno-
ses, but also grade depressive symptom severity [19]. Over the 
years, the nine-item scale has been validated as a depression 
screening tool in the primary care industry and remains widely 
utilized  [20]. The assessment itself features a straightforward 
scoring methodology, where each question is rated by the pa-
tient with a frequency from 0 to 3 – with 0 indicating “not at 
all” and 3 indicating “nearly every day”. A summation of the 
scores is performed to provide a final score from 0 to 27, with 
a higher score representing a greater level of severity.  

A study conducted with university students in Iran exam-
ined the validity and reliability of the PHQ-9 alongside other 
assessments [20]. Students completed the self-administered 
version of the PHQ-9, as well as psychiatrist interviews to de-
termine depression level – with the tool ultimately demon-
strating a satisfactory internal consistency. Another study con-
ducted in Kosovo measured depression during the COVID-19 
outbreak with an online version of the PHQ-9 administered 
through Google Forms [21]. Results exhibited a higher-than-
average percentage of participants with moderate to severe 
symptoms. Additionally, a pilot evaluation investigated links 
between depression references on social media (Facebook) by 
undergraduate students and depression on a clinical scale us-
ing an online version of the PHQ-9 [22]. Over 70% of eligible 
profile owners participated in the online PHQ-9 survey, indi-
cating a successful administration. Results of the study 
demonstrated a positive association between the two, with 
participants who scored higher into a depression category on 
the PHQ-9, being more likely to display depression symptom 
references on Facebook.  

Prior work has also investigated the effect of gender on 
depression diagnosis, both in the general population and spe-
cifically college students [23]. Research has indicated that 
when compared to males, females account for a larger propor-
tion of patients with depression [24]. Moreover, studies have 
shown that the gender differences regarding depression rates 
are more significant at younger ages than when at an adult age 
[25]. In addition to the gender depression variance being 
linked by hormonal differences, studies on the respective clin-
ical aspects have pointed to socialization differences also be-
ing a factor in depression rates [26].  

B. Computer-Based Methods for Depression Screening 

The PHQ-9 has seen adaptations into chatbot versions of 
the assessment in recent years. The virtual agent implementa-
tion aims to bring various benefits to the forefront, including 
the ability to screen for depressive symptoms remotely on a 
large scale and at a low cost [13]. The study utilized a chatbot 
named “Tess”, which inquired about the nine PHQ-9 criteria 
posed on the questionnaire, seeking to discover relationships 
between demographic variables and PHQ-9 scores by admin-
istering the assessment to adults and older adults. The chatbot 
demonstrated strong reliability in both results and completion 
rate. While results indicated a correlation between demo-
graphic characteristics and PHQ-9 score, the associated effect 
of this was deemed as weak. As the study primarily recruited 
adults and older adults (above the age of 65), this posed the 
limitation of a lack of focus on a population that is more sus-
ceptible to depression or depression-like symptoms, such as 
university students. Moreover, the study only administers the 
PHQ-9 through the Tess chatbot and not through another 
means (i.e., online survey or paper format) for validation pur-
poses, thus posing another limitation.  

Another study conducted in Spain delivered the develop-
ment of “Perla,” a conversational agent that performed a de-
pression screening interview based on the PHQ-9 [12]. The 
review found that the chatbot was preferred by internet users 
more than the form-based questionnaire, and the results were 
consistent enough to deem the chatbot as a valid alternative to 
traditional self-report methods. Opportunities for expanding 
on the study include further research into user preferences, 
such as having a conversational agent with human face and 
name characteristics to provide further appeal. Moreover, an-
other work identified employees and those in the workplace 
as a group with specifically high potential for exposure to 
mental health problems [14]. The study featured   the devel-
opment of a fully automated chatbot “Viki,” which evaluated 
workers for risks of suffering from depression, anxiety, stress, 
and burnout. Results found that the conversation and gamifi-
cation style of the chatbot delivered potential for greater en-
gagement and effectiveness.  

Additional studies considered groups with higher possible 
exposure to depression by screening via a chatbot. During the 
COVID-19 pandemic, frontline workers were especially im-
pacted, and new tools were necessary to identify individuals 
that were in need of treatment, especially among those who 
feared stigma around mental health [27]. The study considered 
a text interface as well as a conversational speech chatbot 
based on the PHQ-9 for evaluation, with feasibility based on 
the Technology Acceptance Model  [28]. Results of the study 
demonstrated that most participants found the chatbot to be 
acceptable, with perceived usefulness and prior depression-
like symptoms being the two most significant factors in pre-
dicting the inclination of participants to use the chatbot [27].   

C. Therapeutic Chatbots to Reduce Depression-Like 

Symptoms  

In addition to screening chatbots based on the adaptation 
of the PHQ-9 assessment, strides have also been made into the 
development of chatbots that act as therapeutic agents. With 
the purpose of improving mental health via the reduction of 
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depression-like symptoms, therapeutic virtual agents utilize 
the PHQ-9 as a measurement tool both at baseline and post-
treatment stages [29]. A study conducted with university stu-
dents administered the PHQ-9 – in addition to other question-
naires as measures of separate clinical variables – at baseline 
and every 4 weeks throughout the 16-week period [29]. Dur-
ing the period, students were randomly assigned to receive ei-
ther therapy from the chatbot or minimal level bibliotherapy. 
Results demonstrated that the chatbot-delivered intervention 
was significantly more efficacious than bibliotherapy, with 
PHQ-9 scores being reduced further with the virtual agent.  In 
another study, various precursors to depression and other 
mental health disorders were identified [30]. Through the de-
velopment of a virtual agent named “Elomia,” the study deliv-
ered therapy to university students who indicated some level 
or susceptibility to depression. Results revealed that users of 
Elomia described a reduction in anxiety and depression symp-
toms – in addition to 70% of users who noted returning to the 
chatbot in moments of stress or other related symptoms.  

Moreover, additional works have placed an emphasis on 
groups who have the potential to be more susceptible to men-
tal health issues. In one study, chatbot-based treatment was 
provided to a post-partum population [16]. Participants either 
received treatment via chatbot or through traditional means 
with the PHQ-9 and General Anxiety Disorder (GAD-7) 
among other assessments, were administered to establish a 
baseline. While scores did not differ significantly between the 
varying treatment groups, a large proportion of women (74%) 
indicated use of the chatbot – demonstrating a greater willing-
ness to interact with the virtual agent. Research conducted in 
India identified the student population of ages 15-25 as suffer-
ers of mental health issues for a variety of reasons including 
method of education and the high expectations from family 
and friends [10]. The study additionally noted the lack of will-
ingness of those affected by depression or precursors of de-
pression (e.g., other emotional issues, social anxiety) to voice 
their circumstances. Therefore, the development of “Care-
Bot”—a therapeutic virtual agent—aimed at providing similar 
support as that of a counselor or therapist. While the chatbot 
was not deemed a viable solution as a substitute for a psy-
chologist, the tool did serve as a provider of conversation al-
lowing users to speak out their problems. 

Technologies such as DialogFlow and backend applica-
tions like NodeJS and Firebase are prevalent in the develop-
ment of PHQ-9 based screening and therapeutic chatbots [31]. 
However, we identified a gap in how such technologies can be 
harnessed to fulfill their significant potential for an explicitly 
sensitive group to depression, college students, especially dur-
ing the high-stress environment of the recent pandemic. 

III. MARCUS: CHATBOT FOR DEPRESSION SCREENING 

This section presents our research questions and the design 
of Marcus, the chatbot, for testing those questions. 

A. Research Questions 

Considering there is no published research on the use of 
chatbots, including their accuracy and effectiveness, explicitly 

for college students in the U.S., we decided to develop a mo-
bile-based chatbot as a testbed for responding to the following 
two research questions: 

1) Is Marcus an accurate depression screening method 
as compared to a more conventional online tool, especially 
for college students? What is the effect of gender, if any? 

2) Is Marcus perceived as an effective tool for depression 
screening by U.S. university students, taking into account 
interactions with the chabot and selft-reported measures? 

Our hypothesis for the first question is based on prior re-
search, especially since we followed the work by [12], and is 
that the chatbot will be as accurate in detecting depression as 
the online PHQ-9. We had no specific direction for our hy-
pothesis regarding the effect of gender because no prior work 
investigated an effect of gender on chatbot vs traditional 
screening accuracy. As for the second question, we assumed 
Marcus would be perceived positively by most participants as 
reported by prior work using screening [12] and therapeutic 
chatbots [10] [30].  

B. Marcus Chatbot Design 

When designing Marcus, we faced two important design 
decisions: the visual representation of the chatbot and the for-
mat of user input. Considering we were addressing a younger 
audience of college students we opted for simulating a more 
realistic representation of the chatbot, using a young male im-
age that aligns with the name Marcus, to trigger a higher af-
finity with the chatbot [32]. As for user input, we started with 
pre-defined multiple-choice options resembling the four lev-
els of the original PHQ-9 about the frequency of experienced 
depression symptoms. However, this type of input was not 
deemed natural enough, as we wanted to simulate the chatting 
that our young population is used to in their everyday digitally 
enabled interactions. A brief and informal pilot study with un-
dergraduate students at the university using an earlier imple-
mentation of Marcus confirmed this assumption. Therefore, 
we chose to use free-text input and employ NLP to categorize 
the text input into one of the PHQ-9 levels, despite under-
standing the challenges involved in this approach in terms of 
classification accuracy [33]. 

Based on the decision above, Marcus was developed using 
a BERT machine learning model and a variety of APIs and 
platforms. BERT stands for Bidirectional Encoder Represen-
tations from Transformers and was developed in 2018 by re-
searchers at Google Artificial Intelligence as a large service-
based model for NLP [34]. BERT models are trained for a va-
riety of language tasks, such as sentiment analysis, which 
Marcus uses to analyze the user’s response for positive or neg-
ative sentiment. The backend of Marcus is using Google Di-
alogFlow [35], which handles the NLP through a system of 
intents, entities, and phrase training. A BERT machine learn-
ing model is then generated based on the developer-provided 
training data to handle all inference requests by the user. In-
tents are the question-response pairs that are expected in the 
conversation flow, and entities are groups of words detected 
within the conversation with an integer value assigned. These 
entities are what the BERT model uses when scoring the us-
ers’ responses after an inference call is made.  

99Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-078-0

ACHI 2023 : The Sixteenth International Conference on Advances in Computer-Human Interactions



 

Figure 1.  Schematic representation of technologies used for Marcus. 

The BERT model performs sentiment analysis on the 
user’s input and assigns a numeric score (i.e., 0-3 from the 
original PHQ-9 four-item scale) to the user’s phrase based on 
the entities matched in the training data provided.  

The technical workflow of Marcus (Figure 1) involves 
routing the user’s natural language through Google Dialog-
Flow fulfillment with each intent linked to a different scripted 
method in the fulfillment code base. This workflow was writ-
ten in Node.js and is hosted on a serverless cloud function on 
Google Cloud Platform. An inference call to DialogFlow is 
then made from each of these workflows to score the user’s 
response. The numeric score output by the BERT model is 
then routed to the Node.js handler, which outputs a success 
code 200 response to the Google Cloud Function, which in 
turn triggers the next question to be displayed to the user via 
the frontend API and finally back to the client. Kommunicate, 
a tool for automating conversations with a chatbot [36], was 
used for the frontend implementation of Marcus, as it allowed 
interfacing with all the technologies used and enabled deploy-
ment on multiple platforms. The original dataset of phrases 
with corresponding PHQ-9 scores comes from Perla (trans-
lated from Spanish), which is also a BERT-modeled chatbot 
version of PHQ-9 [12]. Additional phrases were scored and 
added to the dataset through multiple iterations of piloting the 
chatbot with undergraduate university students, including the 
researchers.  

Marcus was developed for iOS and as a web application. 
iOS was chosen due to the ease of development, large support 
system, large number of APIs available, and the large preva-
lence of iOS devices amongst college students [37]. iOS was 
also chosen as the primary user platform for its consistent user 
interface across devices and overall ease of use for the user. 
The web application serves as an alternative for participants 
who do not have access to an iOS device. Marcus is embedded 
in the iOS application through the Kommunicate API using 
native Swift coding and providing the chatbot’s visual inter-
face (Figure 2). We slightly revised the wording of subsequent 
questions after the first one to make the conversation appear 
more natural, since the questionnaire reads differently in a 
multiple-choice format (e.g., all questions were preceded with 
a phrase like “How often over the past two weeks…”). We 
also considered inserting extra prompts and phrases between 
questions to increase the naturalness of the conversation, but 
after consulting with a psychometrician from the university’s 
counselling and psychological services, we were advised 
against this practice, as it would potentially compromise the 
validity of the instrument.  

 

Figure 2.  Screenshot of typical Marcus conversation on an iPhone. 

IV. METHODS 

The research study was approved by the Institutional Re-
view Board of the University of Virginia with protocol IRB-
SBS#4005/2022-01-20. The period of data collection was be-
tween March and June of 2022, during a semester when the 
university was transitioning to removing protections and the 
use of masks in classrooms. 

A. Participants 

Participants were recruited mainly through email listservs 
at the University of Virginia and consisted of mostly Engi-
neering and Psychology undergraduate students. LinkedIn 
and additional social media were also used but college stu-
dents were prioritized to address the research questions re-
garding depression screening in college aged populations. A 
total of 187 people started the survey, but 57 participants did 
not consent or dropped before being shown either the PHQ-9 
or Marcus and are excluded from analysis. Out of the remain-
ing 130 people, 72 participants reported demographic infor-
mation, including age, gender, and education level. The ma-
jority of participants identified as female (N = 46, 63.89%) 
and male (N = 23, 31.94%), but there were also three partici-
pants who identified as neither (N = 3, 4.17%). The largest age 
group was participants who reported being 18-24 years old (N 
= 65, 90.28%), which falls within the demographic under in-
vestigation. Most participants reported that their highest level 
of education received was an undergraduate college degree. 
Nine extra participants, for a total of 81, completed both as-
sessments but had incomplete demographic information. For 
the 72 participants who fully completed the survey, the demo-
graphic information results are shown in Table I.  
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B. Procedure 

Participants were introduced to the research study through 
a Qualtrics survey, with the first page acting as an opt-in in-
formed consent. Each participant was asked to take the PHQ-
9 online embedded in the Qualtrics survey as well as the chat-
bot version of the screening, in a randomized order handled 
by the survey tool. Participants were given the option to expe-
rience Marcus either on an iOS device (provided with the link 
to download the app from the App Store) or through the web 
application (provided with a link to the web interface on Kom-
municate). The multiple-choice PHQ-9 score was recorded 
automatically from the participants’ responses on Qualtrics, 
while they had to manually enter the score outputted by Mar-
cus to Qualtrics for the chatbot version. Participants were also 
asked demographic questions at the end of the survey, such as 
their age, gender, education level, location, and employment 
status. The participants’ preference of screening method was 
also recorded, both regarding the perceived comfort, honesty 
and accuracy of interaction with the tools (including a neu-
tral/no preference option), as well as an open-ended text to 
justify the reasons for their preference.  

V. RESULTS 

The results presented in this section aim at both addressing 
our key research questions and uncovering any extra insights 
that will inform our iteration of the chatbot. A variety of sta-
tistical tools were used to conduct analysis on the results, such 
as descriptive statistics, T-tests, analysis of variance 
(ANOVA), and correlation coefficients. Whenever normality 
is not reported, the distribution was found to be normal based 
on a histogram analysis. We started by checking the internal 
consistency of the online PHQ-9 responses, Cronbach’s a = 
0.904; we had no question-level records from Marcus, as the 
tool simply output the total score.  

A. Accuracy of Chatbot for Measuring Depression 

A two-tailed paired samples T-test was conducted on data 
from the 81 participants who completed screenings through 
both Marcus and the PHQ-9. The results, t(80) = -0.971, p = 
0.355, found that there is no significant difference between the 
two screening scores, with Marcus average score (M = 10.05, 
SD = 7.17) being very similar compared to the online PHQ-9 
average score (M = 10.44, SD = 6.74). The paired samples 
correlations indicated a highly significant correlation between 
the tools (r = 0.863, p < 0.001). The number of depression 
cases marked by Marcus and the PHQ-9 based on score clas-
sification varied slightly. According to Marcus, 11.11% (N = 
9) of participants were identified as having a severe risk of 
suffering from a depression-related disorder, while data from 
the PHQ-9 questionnaire indicated that 12.35% (N = 10) of 
participants were at a severe risk. Marcus additionally found 
that 34.57% (N = 28) of participants classified as having mod-
erate or moderately severe risk of depression compared to 
38.27% (N = 31) for the PHQ-9. Complete score classification 
results between the screening tools for participants reporting 
their gender (N = 72) is shown in Figure 3. 

 

Figure 3.  Marcus vs online PHQ-9 score classification by gender (N = 72). 

Descriptive statistics were calculated for male and female 
participants that successfully completed the Marcus screening 
and the PHQ-9 assessment (see Table I). The average score 
across the two tools indicated a large discrepancy between the 
screening score of male (M = 7.00) and female (M = 11.82) 
participants. Investigating the significance of this relationship 
we ran a one-way ANOVA with bootstrapping (resampling 
the dataset across 1000 simulated samples with a 95% confi-
dence intervals) due to violating the assumption of homoge-
neity of variance as shown by a Levene’s test F(1,67) = 5.696, 
p = 0.020. Participants who reported their gender as “Other” 
or declined to respond were excluded due to the very small 
sample size (N = 3). Because of no significant difference 
found between Marcus and PHQ-9 scores based on the t-Test, 
the average of the two scores for each participant was used as 
the dependent variable in the ANOVA. We found a statisti-
cally significant difference between the depression screening 
scores, F(1,67) = 9.904, p = 0.002, with male participants hav-
ing a significantly lower score as compared to females; the 
effect size was fairly large Hedges’ g = 0.72 (preferred over 
Cohen’s d due to unequal variance).     

TABLE I.  DEMOGRAPHIC BREAKDOWN OF PARTICIPANT DATA 

Demo-

graphic 

N (%) Marcus 

Mean  

Marcus 

SD  

PHQ-9 

Mean  

PHQ-9 

SD  

Gender 

Female 46 (63.89) 11.61 7.18 12.02 6.73 

Male 23 (31.94) 6.74 4.85 7.26 4.44 

Other 2 (2.78) 13.50 14.85 12.00 14.14 

Declinea 1 (1.39) 13.00 0.00 9.00 0.00 
Age 

18 5 (6.94) 14.60 7.06 13.00 8.34 

19 14 (19.44) 11.57 6.65 13.36 6.31 

20 20 (27.78) 10.35 7.24 10.65 6.03 

21 22 (30.56) 7.55 6.04 8.05 6.40 

22 2 (2.78) 6.50 9.19 5.00 5.66 

23-29b 3 (4.17) 9.00 9.00 7.00 4.36 

30 and overb 6 (8.33) 13.50 7.71 13.33 6.15 
Highest Education Received 

High School 5 (6.94) 15.60 6.02 14.60 8.44 

Undergrad 61 (84.72) 9.62 6.74 10.13 6.32 

Graduate  6 (8.33) 10.67 9.16 10.33 7.15 

a. Due to the limited sample size, N = 3, “Decline” was grouped with “Other” during our analysis. 

b. Based on the limited sample size for some age groups, these ages are reported as intervals.  
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Even though the study had a wide range of participants’ 
age, the majority of them were between 18 and 21 years old 
(since undergraduates were mainly recruited).  Once more, 
after averaging the scores across the two tools, we noticed a 
large variance between the screening score of younger 
undgraduates of ages 18 (M = 13.80) and 19 (M = 12.46) com-
pared to older undergraduate students of ages 20 (M = 10.50) 
and 21 (M = 7.80). Examining further the significance of this 
relationship, we ran a one-way ANOVA with four levels, one 
for every one of the typical ages for U.S. college students; a 
Levene’s test F(3,57) = 0.199, p = 0.897, showed that the ho-
mogeneity of variance assumption was met. A non-statisti-
cally significant difference between depression scores among 
the four college-age groups was discovered, F(3,57) = 2.257, 
p = 0.092;  the above mean differences constituted a small ef-
fect size η2 = 0.106.  

B. Effectiveness of Chatbot Compared to Online PHQ-9 

We defined effectiveness based on the initiation and com-

pletion rates of the screening sessions per tool. Initiation was 

originally defined as reaching the survey page with the link 

to download the mobile app or visit the screening tool web-

site. Completion was based on recording a PHQ-9 score (cal-

culated by Qualtrics) or a chatbot score (entered by the par-

ticipant). The achieved response rate enabled obtaining com-

plete screening data from 62.31% (81/130) of the overall 

sample. An additional 17 participants did only the PHQ-9 as-

sessment and not the chatbot screening, while 32 participants 

completed neither. In addition, the order of tool presentation 

was also taken into account to investigate the effect of the 

randomized approach—regarding which tool was presented 

first—on completion rate. The majority of participants were 

presented with Marcus first (N = 71, 54.62%), while only 59 

participants started with the online PHQ-9 (45.38%). The full 

data on completion rate, initiation rate, order of tool presen-

tation, and chatbot platform are presented in Table II. 

 

Figure 4.  Marcus vs online PHQ-9 score by gender and stress factors; 

“Under Stress” includes only participants who somewhat/strongly agreed in 

that question; participant count does not add to the total of N = 72. 

Tool effectiveness additionally considered a mean score 
comparison between Marcus and the PHQ-9 for the 72 partic-
ipants who provided a response regarding if they were under 
considerable stress, had received recent mental health support, 
or were diagnosed with a mental or psychological condition 
over the last year. A majority replied that they “Strongly” or 
“Somewhat” agreed to being under considerable stress (N = 
64, 88.89%); almost half reported having received mental 
health support (N = 33, 45.83%); while the majority were not 
diagnosed with a mental health condition (N = 50, 69.44%). 
Mean comparisons based on tool and gender for the self-re-
ported stress assessment and their associated PHQ-9 scores 
are shown in Figure 4. 

C. Perceived Preference of Screening Tool 

A total of 72 participants reported an overall preferred tool 
for screening. A majority preferred the online PHQ-9 (N = 44, 
61.11%) with the remainder of participants being either neu-
tral (N = 15, 20.83%) or preferring Marcus (N = 13, 18.06%). 

In addition to submitting their holistic tool preference, par-
ticipants were also requested to report their screening tool 
preferences in terms of comfort, honesty, and accuracy. The 
results from the 70 participants who rated Marcus and the 
PHQ-9 on these three factors are shown in Figure 5.  

 

Figure 5.  User preference between Marcus vs online PHQ-9 across three 

factors for N = 70 (“Accuracy” was completed by one less participant). 

TABLE II.  TOOL ORDER, INTIATION, COMPLETIION, AND PLATFORM 

Tool 

order N (%) 

Initi-

ateda 

(%) 

Com-

pleted 

(%) 

iOS  

Applica-

tion (%) 

Kom-

municate 

(%) 

Presented First 

Marcus 71 

(54.62) 

71 

(100.00) 

49 

 (69.01) 

31 

(63.27) 

18 

 (36.73) 

PHQ-9 59 

(45.38) 

59 

(100.00) 

49 

 (83.05) 

  

Set to Appear Second 

Marcus 59 

(45.38) 

49b 

 (83.05) 

32 

 (65.31) 

22 

(68.75) 

10 

 (31.25) 

PHQ-9 71 

(54.62) 

49c 

 (69.01) 

49 

 (100) 

  

Overall 

Marcus 130 

(100.00) 

120b 

(92.31) 

81 

 (67.50) 

53 

(65.43) 

28 

 (34.57) 

PHQ-9 130 

(100.00) 

108c 

(83.08) 

98 

 (90.74) 

  

a. The times a participant reached the survey page to download the app or follow the website link. 

b. Ten (10) participants never reached the Marcus access screen and therefore were not counted.  

c. Twenty-two (22) participants never reached the PHQ-9 questions and therefore were not counted. 
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Participant comments regarding overall tool preference re-
sulted in various common sentiments across individuals who 
partook in the study. Those who preferred the PHQ-9 assess-
ment made note of the questionnaire being a much faster 
screening method with the multiple-choice option allowing 
for straightforward responses, which participants felt were be-
ing correctly correlated to a numeric score. Participants who 
preferred the Marcus screening noted their preference for the 
open-ended response system and that the chatbot “felt more 
natural.” Concerns with Marcus included a lack of clarity on 
acceptable responses and the accuracy of the scoring method-
ology from the chatbot, while some also stated that the tool 
lacked realism and diversity. Many indicated a neutral stance 
that the tools were similar.  

Regarding user comfort, results were generally mixed with 
some participants reporting that Marcus felt “more persona-
ble” and made them feel “more comfortable because it was 
like talking to a human.” However, others who found the 
PHQ-9 to be a more comfortable tool noted its easier process 
and not feeling comfortable talking to a person, which Marcus 
simulates. Regarding the ability to provide honest answers, 
Marcus was stated to have “more flexibility” regarding re-
sponses and  provided the ability to convey more information. 
Users additionally noted the positives in the flexibility for an-
swers to be more vague or specific with the chatbot, as op-
posed to the preset responses with the PHQ-9.  

VI. DISCUSSION 

Here we discuss our findings for addressing our research 
questions, also comparing with results from similar studies 
and presenting opportunities for improving our chatbot. 

A. Psychometric Properties [RQ1] 

Marcus’ output score correlated significantly with the out-
put score by the control PHQ-9, as indicated by the paired 
samples T-test. Additionally, the overall classification rates of 
the two screening methods were correlated, even though Mar-
cus had the tendency to underscore participant responses (see 
Figure 3). The correlation between mean scores and classifi-
cation rates between Marcus and the PHQ-9 control survey 
indicates that Marcus is a relatively accurate method for de-
pression screening for a college population, performing com-
parably to similar chatbots [12][13]. Marcus’ overall lower 
classification scores and slightly higher standard deviation in-
dicates that Marcus’ BERT model was not 100% accurate in 
translating user responses to entity scores. However, literature 
on PHQ-9 indicates that the instrument appears to expectedly 
have increased specificity and declining sensitivity in the mid-
dle part of the scale—between mild and moderate depression 
[38]—the classification levels where Marcus seemed to be 
mostly misaligned with the online PHQ-9. 

Furthermore, gender seemed to be a predictor of depres-
sion screening score for both Marcus and the online PHQ-9, 
with female participants scoring higher, i.e., classified as hav-
ing “severe” or “moderately severe” depression (Figure 3), 
compared to male participants—a significant finding based on 
an ANOVA. Our findings are in line with prior research, 
which has shown that females are more susceptible to depres-
sion than males [39], especially in a college setting [23]. 

Moreover, our score differences based on age, even if non-
significant, indicate a tendency of younger adolescents to ex-
press higher stress and depression symptoms, as found by 
other studies [25]. It is possible that a larger sample might 
have been able to statistically confirm this inclination. 

B. Completion Rate and Preference [RQ2] 

Our measure of effectiveness compared the initiation and 
completion rates of using the chatbot versus the online PHQ-
9 (Table II). The analysis of survey data showed that Marcus 
had an overall higher initiation rate (92.31%) than PHQ-9 
(83.08%), but much lower completion rate (67.50% vs 
90.74%). Considering participants had to follow an external 
link to either visit the online Kommunicate interface or down-
load the iOS app to interact with Marcus, we speculated that 
the recorded rates—based on participants simply reaching the 
survey page with the link—were not accurate. A follow-up 
analysis of the Kommunicate logs allowed us to identify 38 
participants who had no timestamped interactions with the 
chatbot within a 3-hour window following the survey initia-
tion. This means that they either did not open the web-based 
chatbot link or did not download the app, depending on their 
selected platform. Only one participant was identified with a 
matching conversation but dropped halfway through the con-
versation. Based on this added analysis, the corrected initia-
tion rate was found to be lower at 63.08% (82/130), but the 
corrected completion rate was much higher at 98.76% (81/82). 
The corrected rates are similar to findings by other studies 
[12]–[14], while the drop-out rate can be explained by the 
overhead needed to visit an external page, which some partic-
ipants probably found detrimental to their participation.  

 Examining the correlation of participants’ self-reported 
level of stress or having received support or even having been 
diagnosed with depression, with their PHQ-9 scores from both 
tools (Figure 4), we can clearly see that both tools were excel-
lent in their assessment of depression-like symptoms. This is 
very similar to the association of depression references in so-
cial media with high scores of assessed depression using the 
PHQ-9 found by [22]. In terms of user preference, our find-
ings were mixed despite most participants expressing a pref-
erence for the online PHQ-9 in most factors (Figure 5). We 
note that the online PHQ-9 was perceived as more comforta-
ble and accurate due to the ease of use and speed of operation 
of completing a multiple-choice assessment, as opposed to 
Marcus, which was perceived equally honest, probably due to 
its anthropomorphism [32].  

Nonetheless, it is also interesting to note that a couple of 
participants felt uncomfortable with the human representation 
of Marcus; one expressed a general discomfort with virtual 
chatbots, while another one felt unease due to Marcus repre-
sented as a white male. We recognize a tradeoff between the 
potential increased social presence and emotional affinity  ver-
sus discomfort afforded by a human-like chatbot. Some com-
ments confirmed findings from other studies about the in-
creased freedom offered by a chatbot as a screening tool [12] 
[14], while a few participants complained about the chatbot 
not understanding their free-text responses. Similar challenges 
have been reported by other researchers [33][40], with better 
training data needed for optimizing chatbot performance.  
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C. Limitations 

Despite comparing our chatbot with the online PHQ-9, we 
do not claim that either of the two tools were able to accurately 
detect depression; therefore, by “accuracy” we actually exam-
ined how close our tool came to the PHQ-9 as the standard in 
clinical practice. A higher sample size would have potentially 
increased the power of our findings, especially in terms of ex-
amining the differences in depression scores between college 
year of study. Similarly, a more diverse demographic in terms 
of geographic location, gender, race, and ethnicity would have 
allowed us to draw more generalizable results. Further analy-
sis in terms of the number of questions presented to partici-
pants and natural language prompts recognized by the chatbot, 
could also serve to better identify the factors affecting com-
pletion rate and user preference; however, due to IRB re-
strictions we could not assign a unique ID to each participant 
to match survey data with chatbot interactions. Finally, the 
chatbot’s limited training dataset can partly explain why mul-
tiple prompts by users could not be interpreted to intents by 
the BERT model, compromising accuracy (misclassification 
of some responses) and comfort (not understanding some an-
swers). Some users reported the latter was a significant nega-
tive factor in their experience using Marcus. 

VII. CONCLUSIONS AND FUTURE WORK 

The present work includes findings from a study with 130 
participants in the U.S., comparing accuracy and effectiveness 
of two ways of administering the PHQ-9 depression screening 
instrument. Our chatbot, Marcus, was found comparable to the 
online PHQ-9 in terms of scores but the slight tendency to un-
derscore participant responses produced a lower classification 
in some cases as compared to the traditional instrument. User 
comments and rating of the two tools indicated a preference 
for the online PHQ-9 in all factors but honesty, where Marcus 
was equally preferred. This leaves room for improving Mar-
cus in terms of comfort, which is an important aspect of any 
health assessment interaction for the results to be accurate 
[41]. Overall, Marcus was found to be an effective first step 
for accessible depression screening, especially during the 
challenging times of a pandemic when college students were 
affected the most and were struggling to access emotional sup-
port. 

Future work is focused towards three directions: a) im-
proving classification accuracy of Marcus, b) accessing a 
wider, more diverse demographic of college students, and c) 
customizing the chatbot to be more inclusive for different pop-
ulations. Regarding the first goal, additional supervised learn-
ing should be performed on the Marcus’ BERT model along 
with more refined configuration values (e.g., entity scores 
based on identified intents). A more diverse population will 
allow us to run a between-subjects experiment—a better ap-
proach for such a sensitive health practice as depression 
screening—and gain insights about the use and perception of 
the chatbot based on factors like socioeconomic status, educa-
tion, race, gender, etc. In line with this goal, we plan to test 
how customization of Marcus’ representation (name, image) 
might affect accessibility by different demographics and in-
crease comfort level, similar to how a research-based mobile 

app like Healthy Minds includes different meditation guides 
to accommodate multiple user preferences [42]. We anticipate 
such a follow-up study will provide insights to health and HCI 
researchers working in the domain of creating inclusive tech-
nologies for medical applications. 
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This page break denotes the conclusion of the published study “Marcus: A Chatbot for Depression 
Screening Based on the PHQ-9 Assessment.” 
 

The following page is an in-progress report of the follow-up study, which was commenced shortly after 
the completion of the first paper.  
 



 
Follow-Up Study (In Progress): Development of a New Chatbot 

Creating a new virtual agent to improve classification accuracy and provide customization

 
 
 

I. OBJECTIVES AND STATUS 

A. Improvng Classification Accuracy  
With the follow-up study building upon the now-

published work “Marcus: A Chatbot for Depression Screening 
Based on the PHQ-9 Assessment,” we homed in on the 
limitations as points of improvement. Given the within-
subjects design of the first study, we were able to determine 
the accuracy of the Marcus chatbot by comparing scores to the 
PHQ-9 via a Paired-Samples T Test. Results of the test 
demonstrated that the chatbot had an average score of 10.05 
compared to 10.44 for the PHQ-9, indicating generally 
adequate accuracy for Marcus. 

However, further analysis revealed that, while having a 
comparable average score overall, Marcus misclassified the 
severity of depression of multiple participants. As it pertains 
to the PHQ-9, the score intervals are as follows: 0-4 = None - 
Minimal Depression, 5-9 = Mild Depression, 10-14 = 
Moderate Depression, 15-19 = Moderately Severe 
Depression, and 20-27 = Severe Depression. With this being 
the case, the Marcus chatbot being off by one or two points in 
an instance resulted in a misclassified depression severity 
rating. This limitation was attributed to a few different factors, 
with the most significant ones being the need for more robust 
training data, as well as the limitations of Google DialogFlow. 

In our follow-up study, our approach to improving this has 
been to migrate to a different technology to aid in the machine 
learning process – TensorFlow. With TensorFlow being a 
machine learning library for building and training models 
compared to DialogFlow, which is more of a platform for 
building conversational interfaces, there will be more 
opportunities for customization. In summary, TensorFlow 
allows for the building of a custom model tailored for specific 
needs (depression screening), while DialogFlow provides pre-
built conversational components that can be customized. 

Moreover, the utilization of TensorFlow will bolster 
accuracy due to the machine learning models built with the 
technology having been shown to be highly accurate for a 
wide range of tasks. By comparison, the natural language 
processing (NLP) capabilities of DialogFlow, while relatively 
accurate, can be much more precise. Lastly, with TensorFlow, 
there is a greater degree of flexibility with full control over the 
model architecture and training process. This means that there 
is more opportunity to experiment with different models and 
parameters. 

B. Accessing a more diverse demographic of students  
In the first research study, various demographic variables 

of participants were collected. This included age, gender, and 
education level – each of which (particularly gender) provided 
insights as it related to depression prevalence and chatbot 
effectiveness. Through the initial literature review and domain 
research, it was noted that socioeconomic status and race were 
factors in predicting depression rates. As these demographic 
variables were not collected in the pilot study, this is a point 
of improvement in our follow-up. Additionally, more robust 
research into the relationships between socioeconomic status 
and race with depression rates and depression severity has 
been conducted in the second study.  

As considering these demographics will potentially 
provide more insight into the use of a virtual agent to screen 
for depression, we have the objective of accessing a wider, 
more diverse demographic of college students. Currently, this 
process is being carried out by reaching out to various student 
organizations at the University. In addition, interviews are 
being conducted with students to better understand different 
user stories to aid in the development of the new chatbot. The 
new chatbot implementation and its importance as it pertains 
to recruiting a more diverse sample are discussed in the 
succeeding section.  

C. Developing a Customizable/Inclusive Virtual Agent  
Another limitation discovered during the review process 

of feedback provided by participants was discomfort with the 
human representation of the Marcus chatbot. One participant 
expressed general discomfort with virtual chatbots, while 
another felt unease due to Marcus being represented as a white 
male. Recognizing this, our follow-up study aims to rectify the 
limitation of discomfort afforded by a human-like chatbot by 
seeking a customizability option on the frontend. As it 
currently stands, there are various options available to fulfill 
this which will most likely result in utilizing a different 
platform for the frontend of the new chatbot, different from 
the Kommunicate API that was used for Marcus.  

Regarding customization of the chatbot, this will include 
altering the image (race and gender) as well as the name. 
While the exact details are contingent on the ongoing 
contextual inquiry, this will be a necessary improvement as 
we seek to access a more diverse sample of participants for the 
follow-up study. Ultimately, this implementation will aid in 
the creation of an inclusive technology for medical 
application.  
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